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ABSTRACT
Modern microprocessor designs continue to obtain impressive performance gains through increasing clock rates and advances in the parallelism obtained via micro-architecture design. Unfortunately, corresponding improvements in memory design technology have not been realized, resulting in latencies of over 100 cycles between processors and main memory. This ever-increasing gap in speed has pushed the current memory-hierarchy approach to its limit.

Traditional approaches to memory-hierarchy management have not yielded satisfactory results. Hardware solutions require more power and energy than desired and do not scale well. Compiler solutions tend to miss too many optimization opportunities because of limited compile-time knowledge of run-time behavior. We propose a memory-hierarchy design based on working sets that uses compile-time annotations regarding the working set of memory operations to guide cache placement decisions.

Our experiments show that a working-set-based memory hierarchy can significantly reduce the miss rate for memory-intensive tiled kernels by limiting cross interference. The working-set-based memory hierarchy allows the compiler to tile many loops without concern for cross interference in the cache, making tile size choice easier. In addition, the compiler can more easily tailor tile choices to the separate needs of different working sets.

Categories and Subject Descriptors
B.3.2 [Memory Structures]: Design Styles—cache memories, interleaved memories; D.3.4 [Programming Languages]: Processors—code generation, optimization

General Terms
Algorithms, Languages

Keywords
loop tiling, cache design

1. INTRODUCTION
Modern microprocessors require efficient operation of the memory hierarchy to achieve high performance. In this respect, the continually increasing gap between the speed of the processors and the speed of the memory pushes the current memory hierarchy approach to its limits. In modern architectures, each cache miss is becoming increasingly difficult to tolerate using traditional means. Hardware-only solutions tend to scale poorly, while compiler-only solutions rely on information that may not be available at compile time. To help alleviate these problems, we propose a combined compiler/hardware solution to deal with cache misses caused by cache interference.

Interference in scientific applications comes in two forms: cross and self. Cross interference occurs when multiple array locations that are needed in the cache simultaneously map to the same cache location. Self interference occurs when multiple locations in the same array map to the same location. Previous work has detailed the detrimental effects of cache interference on loop tiling when using the wrong combination of array size, tile size and cache layout [15].

To deal with cache interference, current approaches to loop tiling require knowledge of the size and layout of arrays in memory [8, 11, 18, 23]. Unfortunately, in pre-compiled library code or for dy-
namically allocated arrays this information may not be available. Current architectural approaches to deal with cache interference use skewed associativity [2] or prime-based indexing functions [25, 22, 14]. While these architectural techniques may not be applicable to the L1 cache, they are orthogonal to our approach and can be used to limit self interference. Rather than rely solely on the compiler or the cache design to lessen the effects of interference, our approach utilizes the strengths of the compiler and architecture together. We expose compile-time analysis related to the working sets of a program to the cache controller to enable the controller to make better decisions regarding layout in the cache. We try to answer the question, “Can we provide consistent cache performance across a variety of array sizes without tuning tiled algorithms specifically based on array size?”

In order to make a compiler/micro-architecture approach successful, we have identified and developed key techniques which are necessary to communicate only the relevant information from the compiler to the micro-architecture in a condensed way using sets. Instead of communicating completely precise information about a given load or store operation, we construct working sets of the load/store instructions at compile time and communicate the set membership to the hardware using very small integers on a per memory instruction basis. The hardware can then make quite effective use of this information under the guidance of precise run-time information and enhance it as deemed necessary.

In this paper, we show how to limit cross interference misses by using the working-set information collected by the compiler to help guide placement in the cache. This set information is associated with a particular load/store operation by the compiler and hence can be obtained by the micro-architecture directly from the instruction fields or by using the instruction pointer. We show that utilizing working-set information can effectively lower the miss rate of common computational kernels by limiting the amount of interference in the cache between distinct working sets.

We begin this paper in Section 2 with a review of the related work. Then, in Section 3 we give an overview of how we determine working-set colors in the compiler. In Section 4 we describe a cache organization that utilizes the color information and in Section 5 we describe an experiment that evaluates our techniques on the accuracy of the compiler. In Section 6 we present our conclusions and propose future work.

2. RELATED WORK

Loop transformations have long been proposed and evaluated for improving the cache performance of loops. These techniques include loop permutation [6, 17, 24], fusion [17] and tiling [4, 5, 15, 19, 24]. McKinley and Temam [16] show that conflict misses may represent about half of all misses for typical programs. To address this issue, researchers have looked at choosing tile sizes for loop tiling that minimize both cross and self interference. Lam, et al. [15], select the largest tile size that does not cause self interference. Cole and McKinley [5] maximize the tile size while eliminating self interference and minimizing cross interference. They report good results for direct-mapped caches.

In addition to loop transformations, compilers can also limit the effects of interference by modifying the storage layout of arrays. Rivera and Tseng [19] extend the Euclidean algorithm for tile-size selection and use array padding to help minimize interference. Ghosh, et al. [9], introduce cache-miss equations for tile and padding to eliminate conflict misses. Vera, et al. [23], use cache-miss equations with a more accurate cache cost model and apply genetic algorithms to find the tile and padding factors. Kandemir, et al. [10], use loop transformations and data transformations such as array transpose to improve locality.

Each of the previous approaches uses array bounds information and possibly changes the storage layout of arrays in memory. Unfortunately, array bounds information may not be available until run-time. Additionally, modifying the storage layout in languages with pointer arithmetic (like C) or in languages that allow array re-shaping on function calls and equivalences (like Fortran) may not always be legal. Our approach tries to improve locality and limit cross interference without storage modification or knowledge of the array bounds.

Alongside the compiler based techniques outlined above, there are a number of hardware techniques which aim to reduce general interference in the cache. Most hardware techniques center around the idea of using better mapping functions instead of the simple indexing schemes commonly used in contemporary cache designs. Yang, et al. [25] propose a prime indexed cache for vector processors. Using special properties of Mersenne prime numbers and taking into account the property of vector accesses, it is possible to compute the cache index with a simple adder as part of the address computation. Kharbutli, et al. [14], propose the use of prime numbers for cache indexing. Their techniques mainly target level two caches, as the proposed indexing functions would lengthen the critical path of the processor and would cause fragmentation. Topham, et al. [22], use polynomial modulo functions to calculate the index and discuss how to perform the computation using xor functions. Their technique is orthogonal to the techniques proposed in this paper and can be used to reduce self-interference.

Similar to the above approaches that use different indexing functions, various approaches employ skewing functions to minimize conflict misses for associative caches [2]. Skewed associativity also targets level-2 caches and is orthogonal to our approach.

3. COMPUTING WORKING SETS

In this section, we begin with a review of the background related to loop tiling and cache optimization. Then, we discuss our analysis for tiling and exposing working sets.

3.1 Data-Reuse Analysis

The two sources of data reuse are temporal reuse, multiple accesses to the same memory location, and spatial reuse, accesses to nearby memory locations that share a cache line or a block of memory at some level of the memory hierarchy. Temporal and spatial reuse may result from self-reuse from a single array reference or group-reuse from multiple references.1 In this paper we use the method developed by Wolf and Lam [24] to determine the reuse properties of loads. An overview of their method follows.

A loop nest of depth $n$ corresponds to a finite convex polyhedron $Z^n$, called an iteration space, bounded by the loop bounds. Each iteration in the loop corresponds to a node in the polyhedron, and is identified by its index vector $\vec{x} = (x_1, x_2, \ldots, x_n)$, where $x_i$ is the loop index of the $i$th loop in the nest, counting from the outermost to the innermost. The iterations that can exploit reuse are called the localized iteration space, $L$. The localized iteration space can be characterized as a localized vector space if the loop bounds are abstracted away.

In Wolf and Lam’s model, data reuse can only exist between uniformly generated references as defined below [6].

**Definition 1.** Let $n$ be the depth of a loop nest, and $d$ be the dimensions of an array $A$. Two references $A(f(\vec{x}))$ and $A(g(\vec{x}))$.

1Without loss of generality, we assume Fortran’s column-major storage.
where \( f \) and \( g \) are indexing functions \( \mathbb{Z}^n \rightarrow \mathbb{Z}^d \), are uniformly generated if

\[
  f(\vec{x}) = H\vec{x} + \vec{c}_f \quad \text{and} \quad g(\vec{x}) = H\vec{x} + \vec{c}_g
\]

where \( H \) is a linear transformation and \( \vec{c}_f \) and \( \vec{c}_g \) are constant vectors.

References in a loop nest are partitioned into different sets, each of which operates on the same array and has the same \( H \). These sets are called uniformly generated sets (UGSs).

A reference is said to have self-temporal reuse if \( \vec{r} \in L \) such that \( H\vec{r} = \vec{0} \). The solutions to this equation give the self-temporal reuse vector space \( R_{ST} \). A reference has self-spatial reuse if \( \vec{r} \in L \) such that \( H\vec{r} = \vec{0} \) where \( H_3 \) is \( H \) with the first row set to \( \vec{0} \). The solutions to this equation give the self-spatial reuse vector space \( R_{SS} \). Two distinct references in a UGS, \( \lambda(H\vec{x} + \vec{c}_1) \) and \( \lambda(H\vec{x} + \vec{c}_2) \) have group-temporal reuse if \( \vec{r} \in L \) such that \( H\vec{r} = \vec{c}_1 - \vec{c}_2 \). And finally, two references have group-spatial reuse if \( \vec{r} \in L \) such that \( H\vec{r} = \vec{c}_{1s} - \vec{c}_{2s} \).

References can be partitioned into group-temporal sets (GTS) and group-spatial sets (GSS) based upon solving the above equations. Since group-temporal reuse is a special case of group-spatial reuse, a GSS can contain many GTSs.

### 3.2 Loop Tiling

When the working-set size of the data accessed within a loop is larger than the size of the cache, compilers have traditionally used loop transformations to reduce the cache capacity requirements of the loop. Transformations such as loop permutation [17, 24], loop fusion [7, 13, 12, 20] and loop tiling [5, 11, 15, 21, 24] can be used to move references to the same memory location closer together to improve cache performance. While all of these transformations are important, loop tiling is especially important since it is used to build working sets small enough to fit in cache. As an example of how the compiler uses loop tiling to reduce the working set, consider the following vector-matrix multiply example.

```plaintext
do j = 1, n
   do i = 1, n, js
      y(i) = y(i) + x(jj) * m(i,jj)
   enddo
enddo
```

In this loop, the working set in the innermost loop consists of the entire array \( y \), a single element of the array \( x \) and an entire column of the array \( m \). If this working set is too large for the cache to handle, the loop can be tiled as follows.

```plaintext
do j = 1, n, is
   do i = 1, n, js
      do ii = j, min(j+js-1,n)
         y(ii) = y(ii) + x(jj) * m(ii,jj)
      enddo
   enddo
enddo
```

Here \( is \) and \( js \) are chosen so that the entire data set accessed in the inner two loops is kept in the cache and so that conflicts are minimized [5, 11, 21, 24]. The shaded regions in Figure 2 graphically depict the regions of \( y \), \( x \) and \( m \) accessed in the inner two loops.

### Figure 2: Tiled Arrays

Compilers typically choose tiling factors based upon the size of the array bounds so that interference in the cache does not occur [15, 5, 23]. Unfortunately, array sizes may not be known until run-time, or in the case of library code, may not be available and change depending upon the context used. To deal with interference between array references, array padding is often used [18, 23]. Padding modifies the storage layout of arrays by adding dummy locations to the rows or columns of an array or by adding dummy locations between different arrays. Padding is effective, but may not be legal in cases where pointer arithmetic or array reshaping and equivalences are used.

### 3.3 Working-set Analysis

To address the problem with dependence on array bounds and storage modification for loop tiling, we utilize a compiler/hardware approach that identifies the working sets in a loop in between which cross interference may occur. The compiler identifies the working sets in a loop and passes this information on to the cache controller via a working-set color. The micro-architecture then utilizes this information to limit cross interference. In this section, we discuss how the compiler identifies the working sets, chooses the tile sizes for a loop and generates the final code exposing the working-set-color information to the cache controller.

The first step of our algorithm determines which loops can be tiled. We set the localized iteration space to be those loops that can be legally tiled, and then compute the group-spatial sets within the localized iteration space per the algorithm of Wolf and Lam. After computing the group-spatial sets, we choose to tile a loop if

1. Some other loop in the localized iteration space carries self-temporal reuse, or
2. An outer loop carries group-spatial reuse.

The second step of our algorithm computes the working sets of the loop and colors each working set with a unique color. Within each group-spatial set, we compute the working sets as follows:
Two references are in the same working set if their address computations differ by a simple constant offset and can be allocated the same address register. For Fortran (C), this encompasses those references that access the same column (row) of an array. Each working set is assigned a unique color, although working sets that have no self-temporal or group-spatial reuse may be assigned the same color since tiling will not capture reuse in the cache. As an example of our technique, consider the following loop.

\[
\begin{align*}
&\text{do } j = 1, n-1 \\
&\text{do } i = 1, n \\
&\quad b(i,j) = a(i,j) + a(i,j+1) \\
&\text{enddo} \\
&\text{enddo}
\end{align*}
\]

Our analysis finds three working sets: \( b(i,j) \) receiving color 1, \( a(i,j) \) receiving color 2, and \( a(i,j+1) \) receiving color 3.

Once the working sets have been computed, we compute the tile sizes for those loops chosen for tiling based upon the cache footprints of the working sets. We use the algorithm in Figure 3 to compute the tile sizes. This algorithm allows tiling of up to two dimensions for each group-spatial set as tiling more than two dimensions is not likely beneficial. Tile choices are computed on a per group-spatial set basis since every working set within a group-spatial set has the same cache footprint size.

For each tiled dimension \( i \)

\[
\text{tileFactor}[i] = \begin{cases} 
\text{MAXINT} & \text{if } g \text{ has self-temporal or group-spatial reuse} \\
\text{tileFactor}[i] = \min(\text{tileFactor}[i], T) & \text{if } g \text{ has self-temporal reuse and } \exists 2 \text{ dimensions without self-temporal reuse} \\
\text{tileFactor}[i] = \min(\text{tileFactor}[i], T) & \text{else (for each tiled dimension } i \text{)}
\end{cases}
\]

\[
P_B = \frac{\text{number of working sets}}{\text{cache size}} \text{ // bytes per partition} \\
P_L = \frac{\text{cache line size}}{\text{P}} \text{ // lines per partition}
\]

for each group-spatial set \( g \}

\[
P_E = P_L \times \text{elements per line for } g \text{ // Array elements per partition}
\]

if \( g \) has self-temporal or group-spatial reuse 

\[
\text{if } g \text{ has self-temporal reuse and } \exists 2 \text{ dimensions without self-temporal reuse} \\
T = \text{a square tile factor for } g \text{ based on } P_B \\
\text{for each dimension } i \mid g \text{ is not self-temporal wrt } i \\
\text{tileFactor}[i] = \min(\text{tileFactor}[i], T)
\]

else 

\[
\text{for each tiled dimension } i \\
\text{if } g \text{ does not have self-temporal reuse wrt } i \\
\text{if } g \text{ has self-temporal reuse wrt } i \\
\text{tileFactor}[i] = \min(\text{tileFactor}[i], \text{P_E}) \\
\text{else} \\
\text{tileFactor}[i] = \min(\text{tileFactor}[i], \text{P_L})
\]

\]

Figure 3: Tile-size Selection

For each working set, we allocate a portion of the cache based upon the number of distinct working-set colors in the loop. This is denoted as \( P_B \) in the algorithm in Figure 3. Note that as discussed in Section 4 if the cache is physically partitioned for colors, \( P_B \) could be set based upon the physical partition size. For those working-sets not having self-temporal or group-spatial reuse (within or across working sets), we assign them to the same partition. Currently, we give each working-set color an equal portion of the cache. Future work will address prioritizing working sets and partitioning the cache space in a heterogeneous fashion.

For each group-spatial set \( g \), we set the tile size for each tiled loop based upon the number of elements of the array that will fit in a partition. If the array has a one-dimensional tile, we set that limit based upon the number of cache lines in the partition. If \( g \) has self-spatial reuse with respect to the tiled loop, then the tile size accounts for the ability to use the entire cache line. If \( g \) does not have self-spatial reuse, then we set the tile size to the number of lines in a partition. For two-dimensional tiles, we compute the largest square tile size that will fit in the partition.

In the example loop, tiling alone does not capture the reuse within a group-spatial set when a set contains multiple working sets \( \text{(e.g., between } a(i,j) \text{ and } a(i,j+1)) \). When a single group-spatial set contains multiple working sets, we apply loop unrolling to the loop across which the group-spatial reuse occurs, if that loop is the column index \( \text{(row index for } C \text{)} \) for the array, and rotate the working-set colors in a modulo fashion to capture the spatial reuse \( [3] \). This technique is similar to tiling for vector-register allocation \([1]\).

Assuming that the \( j \)-loop has an even number of iterations in the previous example, we would generate the following code after unrolling the \( j \)-loop by a factor of 2:

\[
\begin{align*}
&\text{do } ii = 1, n, is \\
&\text{do } j = 1, n-1, 2 \\
&\quad b(i,j) = a(i,j) + a(i,j+1) \\
&\text{enddo} \\
&\text{enddo}
\end{align*}
\]

\[
\begin{align*}
&\text{do } ii = 1, n, is \\
&\text{do } j = 1, n-1, 2 \\
&\quad b(i,j) = a(i,j) + a(i,j+1) \\
&\text{enddo} \\
&\text{enddo}
\end{align*}
\]

The load of \( a(i,j+1) \) in the second loop receives working-set color 3 and the load of \( a(i,j+2) \) receives working-set color 2. This additional color assignment captures the spatial reuse between the two references to \( a(i,j+1) \) and the spatial reuse between the reference to \( a(i,j+2) \) on iteration \( j \) and the reference to \( a(i,j) \) on iteration \( j+2 \).

The unroll factor of a loop is chosen by computing the distance in the column dimension \( \text{(row for } C \text{)} \) between the first and last element of a group-spatial set containing more than one working set. The unroll factor is the maximum such distance over all group-spatial sets plus one. In the example, the maximum distance is one, giving an unroll factor of two.

One key difference in our approach to tiling and coping with interference as compared to previous approaches is that we choose to ignore the array bounds when choosing a tile size. Since the array size is not always available until run-time, our approach deals with interference by designing a cache that uses the working-set color of a reference to limit the effects of cross interference. By dealing with interference at run-time, we utilize a more general solution that applies whether or not the compiler has complete information.

4. A COLOR CACHE

Key issues in the design of a working-set based memory hierarchy include the means of communication of set information from the compiler to the micro-architecture and how the working-set information is utilized by the micro-architecture to achieve the desired goals. As previously stated, we choose to communicate the working-set information by encoding it as a simple integer as part of the load or store operation accessing the memory hierarchy (Figure 4). The working-set number is used to locate a data item in the cache together with the memory address. Similar to the tag array
in a conventional cache, the accessed entry must be compared with the working-set color of the accessing memory operation. Therefore each cache row is extended to include the working-set color of the cache row.

<table>
<thead>
<tr>
<th>Opcode etc</th>
<th>Working Set Color</th>
<th>Address</th>
</tr>
</thead>
</table>

**Figure 4: Colored Load / Store Instruction.**

<table>
<thead>
<tr>
<th>Address</th>
<th>Tag Array</th>
<th>WS Id Array</th>
<th>Data Array</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 5: Cache organizations**

### 4.1 Mapping Working Sets and Parallelism

There are many ways that the working-set color can be useful to the micro-architecture for optimizing the behavior of the memory hierarchy. For a given amount of chip real-estate, the architecture may choose to implement a single cache bank for reduced miss rates, or in order to achieve a higher clock rate and increased amount of memory parallelism, it may choose to use multiple independently operating cache banks (Figure 5 (a) and (b)). Despite these variations, the key problem from the micro-architecture perspective is how to map a given memory address and a working-set color to an independent bank (i.e., \( g() \) in Figure 5) and to a cache row within that bank (i.e., \( f() \) in Figure 5). In this paper, we choose to use the simple function \( \text{working-set color} \mod \text{number of banks} \) to choose the bank. This function places the working sets into different banks in a round-robin fashion. For cache row selection, we simply follow the traditional indexing function to compute the row index and add the working-set color to the computed index. Use of \( \text{xor} \) in place of addition yields similar results.

Our aim in choosing the above mapping functions is to use simple functions that will not hamper the access time of the cache, but will minimize the cross-interference among sets. Although we could allocate each working set to a distinct partition within a bank by concatenating the working-set color to the cache row index, our experiments indicate that it is better to have the freedom to balance the amount of cross-interference to that of self-interference. As we have shown in the previous sections, by allocating each working set to different colors the compiler removes most cross-interference from the program. On the other hand, by carefully selecting our mapping function, the hardware can balance the amount of cross interference among sets to that of self-interference by allowing each working set to use a larger portion of the cache bank.

### 4.2 Issues of Aliasing and Coherence

Since the working-set color is part of the addressing scheme, the correct working-set color must be presented together with each memory access. Although the compiler may allocate working-set colors naturally for the part of the code that can be analyzed fully, it is possible that the same data element may be accessed with two different working-set colors. As a result, the data in the cache would not be coherent. Our solution to this problem is to make sure that the data stored in the cache is always stored under the same working-set color. In order to guarantee this property, we probe the cache using the same address and all the available working sets upon a cache miss. If the data is found to be under another working-set color it is moved to the new working-set color upon which it was sought in the first place. In other words, to handle such a rare case of aliasing correctly, cache misses are handled by concurrently starting a probe of other cache locations as well as issuing a request to the lower level. If the data is found under another working-set color, the request issued to the lower level is canceled. Obviously, with such a scheme, during a cache miss further accesses to the cache may not be allowed. In order to alleviate the effects of probing, an aggressive superscalar processor may choose to replicate the tag arrays.

Assuming that we would like to finish probing the cache for other possible locations before the data is returned from the lower level, the largest number of sets that the compiler may employ at any given time is given by the equation \( m \times t \), where \( m \) is the miss penalty and \( t \) is the number of tag arrays. For example, an architecture that has two banks and a 12-cycle miss penalty can accommodate 24 colors.

It should be clear that in a design that seeks to improve the memory parallelism, multiple memory operations may be steered into multiple load/store queues each being served by one cache bank. Since the working-set color is available as part of the load/store instruction, this information becomes available very early in the pipeline. As a result, we can steer the load/store instruction into a different queue, and hence to a different bank. As long as there are no cache misses, each cache bank operates independently. In contrast, a set-associative cache cannot provide the desired parallelism and incorporates a large multiplexer to select the proper bank after the bank accesses are complete.

### 5. EXPERIMENT

In this section, we first present our experimental methodology. Then, we discuss the performance of our working-set color cache approach on a set of computational kernels. Finally, we summarize the results of the experiment and relate it to previous work.

#### 5.1 Methodology

We have implemented the method described in Section 3 in a source-to-source Fortran compiler and tested its effectiveness on a set of computational kernels that exhibit different characteristics. The source-to-source transformer annotates the Fortran source with working-set color information. We then run the annotated source through another compiler to generate assembly code with the appropriate color information.

Table 1 gives a short description of each kernel used in our experiment and the number of working-set colors required by the tiled version of the kernel. The kernels a, fold, and fold exhibit large amounts of self-temporal and self-spatial reuse and have triangu-
lar iteration spaces. jacobi and sor have outer-loop group-spatial reuse and have multiple columns active at once. Jacobi uses two arrays while sor uses one. Calc requires the most working-set colors and has outer-loop group-spatial reuse. Dy3d6p contains both self-temporal reuse and outer-loop group-spatial reuse. Dy3d6p also uses three-dimensional arrays. Dmxy and mm exhibit self-temporal reuse and mm uses only two-dimensional arrays. Together, these kernels cover a spectrum of reuse and test the method’s ability to eliminate interference in the presence of higher dimensional arrays.

We ran the kernels in Table 1 over a range of 200 different arrays sizes on a micro-architecture simulator using a color cache as described in Section 4 and using a standard direct-mapped cache. We recorded the miss rates for each array size for each kernel on each cache organization. We compared the tiled version of the code without working-set colors with the tiled version with working-set colors. For the non-color version, we tiled based upon the footprint size of the arrays in the loop, irrespective of the array bounds. For the tiled code with working-set colors, we use the algorithm in Figure 3 to select the tile sizes. Figures 6, 7, and 8 detail the miss rates for both versions. Since the capacity misses are minimal in these tiled loops, the changes in miss rates represent the change in conflict misses. We used a standard 8K direct-mapped cache to test the non-color version. For the working-set color version we ran the tests on an 8K direct-mapped single module cache (1×8K Color) using the mapping function described in Section 4 and also an 8K cache split into two 4K modules (2×4K Color).

5.2 Performance of the Color Cache

Figures 6(a)–(c) show the miss rates for affold on the standard 8K, 1×8K color and 2×4K color caches, respectively. If we examine the figures we see that the 2×4K color cache gives the lowest miss rate and the standard 8K cache gives the highest miss rate. Affold uses three one-dimensional arrays that all have a self-temporal and self-spatial reuse. The 2×4K cache effectively eliminates the cross interference between the arrays and exhibits little self interference. The 1×8K color cache limits some of the cross interference, but not nearly as much as the 2×4K cache.

Figures 6(d)–(f) show that the color cache effectively limits the amount of cross interference for calc. Calc accesses seven different columns in the innermost loop. Using working-set colors, we effectively eliminate cross interference between the columns and smooth the performance considerably over the range of array sizes.

In Figures 6(g)–(i), the working-set color cache smoothly and lowers the miss rate for dmxy. The 1×8K color cache performs slightly better than the 2×4K color cache due to the existence of self interference. When self interference is present, the single 8K cache module gives a larger area for the working set to be held, reducing the amount of self collisions.

In dy3d6p, self interference causes most of the cache misses. As can be seen in Figures 7(a)–(c), the color cache reduces the misses and smooths the curve slightly, but a significant number of self-interference misses still occur. The 1×8K color cache smooths the curve slightly more than the 2×4K color cache because the single-module cache is less susceptible to self interference.

The graphs in Figure 7(d)–(i) show that fold and jacobi have similar results to affold and calc, respectively. Affold and fold are quite similar, but the iteration space shapes are different and different access sequences result. Jacobi uses fewer arrays than calc, but more columns within a single array are used, resulting in 4 working sets being discovered by our analysis. Since both of these kernels exhibit mostly cross interference and little self interference, the color cache limits misses effectively.

Finally, the graphs in Figure 8 show that current color cache approach is not completely effective. Both mm and sor mostly exhibit self interference. The 2×4K cache lowers the amplitude of some of the spikes in Figure 8(a), but because each module in the cache is only 4K, self interference is frequently a problem that remains untouched (or sometimes exacerbated). For sor, little or no cross interference exists, the 2×4K color cache introduces a little more self interference and the 1×8K cache performs as well as the 8K traditional cache.

5.3 Discussion

The results presented in Section 5.2 show that our technique performs well when cross interference is the dominant cause of cache misses in a loop nest. When self interference is not dominant, the 2×4K color cache removes the most misses. However, we do not yet adequately handle self interference. Our results do not demonstrate that our approach is superior to previous compiler techniques that use array bounds information in computing the tile size when the array bounds information is available. Those techniques are orthogonal to ours and may additionally be applied when bounds information is available and padding is legal. However, we have shown a new approach that shows promise when all information regarding arrays is not available.

Our work in exploring the potential of the color cache is not complete. We have yet to consider the role of compile-time dead working-set identification in cache replacement decisions. In addition, we have not explored the use of prefetching for working-sets or alternate cache organizations that use compile-time working-set analysis to limit self interference.

6. CONCLUSIONS

We have described a combined compiler/architecture approach based upon working sets to limit the effects of cross interference in the cache. We have shown that our technique effectively eliminates cross interference on a set of kernels with different reuse patterns. In many cases, our technique smooths the wide variability in cache performance found when array sizes that cause significant amounts of cross interference are used.

The main advantage of our technique over previous work is that it does not rely on knowledge of the bounds of arrays. This becomes especially important in library code and for dynamically allocated arrays since in these instances array bounds cannot be known at compile time. In addition, the increase in cache complexity to manage working sets is manageable.

The next step of our work involves effectively dealing with self interference within the context of working sets. When self interference is the dominant form of interference, our techniques alone will not limit the interference as effectively. We continue to look at mapping techniques utilizing compile-time knowledge to limit the

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Description</th>
<th>Colors</th>
</tr>
</thead>
<tbody>
<tr>
<td>affold</td>
<td>adjoint convolution of two time series</td>
<td>3</td>
</tr>
<tr>
<td>calc</td>
<td>kernel form 171.swim</td>
<td>8</td>
</tr>
<tr>
<td>dmxy</td>
<td>vector-matrix product</td>
<td>3</td>
</tr>
<tr>
<td>dy3d6p</td>
<td>compute y derivatives</td>
<td>6</td>
</tr>
<tr>
<td>fold</td>
<td>convolution of two time series</td>
<td>3</td>
</tr>
<tr>
<td>jacobi</td>
<td>jacobi iteration</td>
<td>4</td>
</tr>
<tr>
<td>mm</td>
<td>matrix-matrix multiplication</td>
<td>3</td>
</tr>
<tr>
<td>sor</td>
<td>successive over-relaxation</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 1: Benchmark Kernels
Figure 6: Miss Rates for afold, calc and dmxpy
Figure 7: Miss Rates for dy3d6p, fold and jacobi
Figure 8: Miss Rates for mm and sor
effects of self interference.

In order for future memory systems to perform well, they must deal with cache interference. We believe that our approach is a positive first step in a comprehensive set of compile-time/run-time techniques to manage cache interference effectively.
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